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A B S T R A C T   

An effective practice for monitoring bird communities is the recognition and identification of their acoustic 
signals, whether simple, complex, fixed or variable. A method for the passive monitoring of diversity, activity 
and acoustic phenology of structural species of a bird community in an annual cycle is presented. The method 
includes the semi-automatic elaboration of a dataset of 22 vocal and instrumental forms of 16 species. To analyze 
bioacoustic richness, the UMAP algorithm was run on two parallel feature extraction channels. A convolutional 
neural network was trained using STFT-Mel spectrograms to perform the task of automatic identification of bird 
species. The predictive performance was evaluated by obtaining a minimum average precision of 0.79, a 
maximum equal to 1.0 and a mAP equal to 0.97. The model was applied to a huge set of passive recordings made 
in a network of urban wetlands for one year. The acoustic activity results were synchronized with climatological 
temperature data and sunlight hours. The results confirm that the proposed method allows for monitoring a 
taxonomically diverse group of birds that nourish the annual soundscape of an ecosystem, as well as detecting the 
presence of cryptic species that often go unnoticed.   

1. Introduction 

Birds acquire or learn a vocal repertoire to communicate (Marler, 
2004; Miller et al., 2020). These signals can be very simple, with a single 
note or a cluster of notes (usually called syllables), or they can be very 
complex and variable, like oscine birdsong (Benitez Saldivar and Mas
soni, 2018; Moore et al., 2011; Wiley, 1991). Due to their neurobio
logical and sociobiological importance, acoustic signals have an 
essential role in different ecological processes (e.g., mating, defending 
territories, noticing potential danger) that ultimately affect individual 
bird fitness (see a review in Slater (2003)). Likewise, it is possible to find 
dialects in geographically separated groups of the same species (Otter 
et al., 2020; Toews, 2017; Wang et al., 2021). In short, the size of the 
characteristic vocal repertoire of a species is not always fixed, and the 

different signals that make it up are not always well stereotyped (Marler, 
2004). However, the acoustic recognition of these signals—simple, 
complex, fixed and variable—is an effective practice for monitoring bird 
communities (LeBien et al., 2020; Luther, 2009; Morgan and Braasch, 
2021; Zhong et al., 2021). 

The ability to recognize and classify different bird calls permits the 
study of acoustic activity within a natural cycle (daily, seasonal or 
annual)—that is, the periodic occurrence of each call, repertoire and 
community soundscape. These temporal dynamics, analyzed with vali
dated methods, offer answers about the phenology of birds (Demarée, 
2011). For example, we can study migratory itineraries, the influence of 
the lunar phase or twilight synchronization, among other environmental 
correlations as a function of time. In fact, the study of acoustic 
phenology is providing excellent bioindicators that reflect the response 
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of certain species to climate change and other sources of anthropogenic 
disturbance (Buxton et al., 2016; Monczak et al., 2020; Saino et al., 
2011). 

Recently, an international team of 29 scientists reported a wide
spread decline in bird soundscape diversity and intensity at more than 
200,000 sites in the Northern Hemisphere over the past 25 years due to 
significant declines in both species’ richness and the abundance of in
dividuals (Morrison et al., 2021). Therefore, it is imperative to redouble 
efforts and diversify the methods that contribute to the knowledge of the 
current state of diversity and acoustic activity in bird communities, 
especially in scarcely studied regions of the Southern Hemisphere. 

Currently, non-invasive methods based on passive acoustic moni
toring (PAM) have become relevant in ecological research, and their 
scope is increasingly wide and diverse (Clink and Klinck, 2021; Farina, 
2014; Kowarski and Moors-Murphy, 2021; Sugai et al., 2019). However, 
an important aspect to consider is that this type of monitoring provides a 
large set of recordings, which in turn demands analysis processes based 
on automatic systems that are precise and efficient (LeBien et al., 2020). 

Nowadays, unsupervised learning techniques, such as Uniform 
Manifold Approximation and Projection for Dimension Reduction 
(UMAP), offer a suitable alternative for studying the topology of large 
datasets (McInnes et al., 2018). In the case of audio data, it is customary 
to previously perform a transformation of these temporal signals to a 
time-frequency feature space (i.e., spectrograms). The success of these 
algorithms lies mainly in their non-linear ability to reduce the high 
dimensionality of feature vectors, group them together if there is simi
larity, separate them if they show differences, and project them onto a 
low-dimensional graph space (Chepushtanova et al., 2020). Such capa
bilities complement the arduous task of auditory characterization car
ried out by experts, who are not free from perceptual biases (Sainburg 
et al., 2020). 

On the other hand, supervised learning techniques based on deep 
artificial neural networks (deep learning) are suitable for identifying 
species through the automatic analysis of recordings that can come from 
a whole season in different simultaneous locations (Borowiec et al., 
2021; Zhong et al., 2021). 

Knowing the potential of these technologies and the context of 
climate emergency and biodiversity loss (Butt et al., 2021; Sueur et al., 
2019; Tittensor et al., 2019), we wonder how we can precisely and 
exhaustively monitor the diversity and acoustic activity of birds. In 
addition, we are interested in examining some abiotic oscillations and 
their relationship with the annual dynamics of the calls of bird species as 
an approach to the field of acoustic phenology. 

In this work, we document the detailed development of a method for 
passive monitoring of the activity, diversity and acoustic phenology of 
birds present in a scarcely studied ecoregion. The method combines 
advanced techniques in the construction of datasets, unsupervised 
learning and deep learning. We applied the UMAP algorithm to account 
for the inter- and intra-species acoustic diversity of a labeled dataset, 
then trained and put into production a deep learning model to extract 
the annual acoustic activity of each target species, and we then syn
chronized this data with environmental variables of climatological 
temperature and sunlight hours corresponding to the same annual study 
period. 

2. Material and methods 

During this investigation, we used the collected audio recordings of 
the associated project SoundLapse (Otondo and Poblete, 2020; Otondo 
and Rabello-Mestre, 2021). The SoundLapse project aims to investigate 
the natural and acoustic heritage of the urban wetlands in the city of 
Valdivia, Chile. 

2.1. Areas, monitoring protocols, and period 

We selected three acoustic monitoring areas within the urban 

wetland network that exists in the city: (1) Angachilla, (2) Miraflores, 
and (3) Parque Urbano El Bosque (Fig. 1). 

The Angachilla urban wetland is located in the southern part of the 
city and is a tributary to and fed by the Angachilla River. The monitored 
segment corresponds to an area of the recently established Angachilla 
Urban Natural Reserve. Available eBird records, considering the hotspot 
closest to the monitoring point, indicate the presence of a total of 78 bird 
species (eBird, 2022). This area has experienced growing urbanization, 
and a variety of threats have been identified, including garbage dump
ing, deforestation, the introduction of exotic vegetation and ground use 
changes (Correa et al., 2018). 

The second monitoring area covers the urban wetland Miraflores and 
a mixed residential-industrial zone, where shipyards and wood chipping 
facilities are in continuous operation (Poblete et al., 2021). Birds’ di
versity in this micro watershed is estimated at 34 species at the moment 
(eBird, 2022). However, given the known richness in the general area, 
this may be underestimated. 

The monitoring radio in the wetland Parque Urbano El Bosque rea
ches one of the most residential areas of the city, including hospitals, 
schools and commercial activities. The recording unit was installed 
within the ecological reserve managed by the Lemu Lahuén Ecologic 
Committee, where frequent educational and cultural activities take 
place around this micro watershed. The observed birdlife in this hotspot 
reaches 51 species (eBird, 2022). 

Autonomous recording units (ARU) were installed, and they have 
proven to be resistant to extreme environmental conditions (SM4 
Wildlife Acoustics). The ARUs were attached to tree trunks at a height of 
3 m. Sampling was automated to record the first five minutes of each 
hour for a year synchronically in these wetlands, achieving 2878.5 h of 
WAV-PCM stereo format audio with a depth of 16 bits. The chosen 
sample frequency was 44.1 kHz, allowing the possibility of capturing 
audio samples with a range of frequencies up to 22.05 kHz, well above 
prevailing frequencies as high as those produced by Sicalis luteola, 
Aphrastura spinicauda, or Sephanoides sephaniodes, which do not exceed 
10 kHz (e.g., ML289668941 and ML371194791, macaulaylibrary.org). 
An annual monitoring period of 406 days was achieved, extending from 
October 19, 2019, to November 28, 2020. 

2.2. Preliminary exploration 

An auditive-spectrographic exploration of the obtained data was 
performed in collaboration with ornithologist experts from Rio Cruces 
Wetlands Center and Bird Ecology Lab. This preliminary approach was 
oriented towards the audiovisual recognition of the stereotypical vocal 
forms present in the birds’ repertoire, with a special focus on the syntax 
and spectral structure of these forms (Wu et al., 2008), and sought to 
obtain a valid identification by species of each observed vocal form. 
Visiting the wetlands helped clarify minor disagreements regarding 

Fig. 1. Map of the three monitoring areas: Angachilla, Miraflores, and Parque 
Urbano El Bosque in the city of Valdivia, Chile (− 39.839, − 73.243). 
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identification in the presence of on-site evidence of the sound event 
under discussion. 

We systematized this exploration by creating lists of the species 
present in every five-minute audio recording. A total of 480 complete 
audios (corresponding to 1.6% of the entire annual audio recordings) 
were reviewed. These lists allowed us to observe the trends of the daily 
and seasonal vocal activity of 36 species, which were identified in the 
acoustic-spectrographic dimension. With this notion about the presence 
of species in each wetland, we selected a set of 16 target species 
(Table 1) based on the following criteria: (1) the quality and quantity of 
the available signals; (2) migratory species; (3) the balance between 
diurnal, crepuscular and nocturnal species; (4) representativity in the 
stational vocal activity; (5) vocal form diversity; and (6) the size of the 
repertoire. Each species was selected for at least one of the six criteria, 
and each criteria supports at least one target species. 

2.3. Semi-automatic labeling 

The material, which we obtained from one year of recordings in the 
three monitoring areas, was stored on the RFCx-ARBIMON platform 
(Aide et al., 2013). All the audio recordings were divided into one- 
minute chunks and compressed into a monophonic FLAC (free lossless 
audio codec) format. To construct a dataset of the vocal repertoires, we 
used the pattern matching algorithm to detect signals based on the 
creation of the spectrographic reference samples (templates) (LeBien 
et al., 2020). With this algorithm, recording lists (playlists) were 
analyzed encompassing the three areas and the four seasons. 

This process required manual validation of each detection. If the 
template signal was totally or partially present, we labeled it as pres
ence, while, if the signal was not related to the template and did not 
correspond to any other characteristic sign of the species, we labeled it 
as absence. Labeled absences corresponded mainly to human-related 
sounds, also called anthropophony, and abiotic sounds, also named 
geophony, or other species and taxa. Particularly, an effort was made to 
include vocal forms of other birds and of great similarity to the target 
signals in this category of absences. Doing so helped minimize fine 
mistakes in the training of the neural network and improved the 
learning. 

With this semi-automatic technique, it was possible to register strong 
labeling of 22,243 presences and 125,257 absences from 22 templates 
associated with 16 target species (Table 1). Specific details of this 
method are described in Subsection 2.2 of LeBien et al. (2020). 

Each label included the name of the audio file, area, year, month, 
day, hour, minute, start second, end second, species, vocal form (tem
plate) and validation (presence or absence), among other metadata. 
Regarding the time interval in which the target signal occurred (start 

and end), this data was determined by the duration d of each template, 
which varied between d = [0.51s,5.30s]. For example, three vocal forms 
were selected from the Agelasticus thilius repertoire and labeled as a, b 
and c. For those repertoires without fixed forms or with many vocal 
forms, the single label multi was assigned (for example, the multi
plicitous trills of the vocal forms of Cistothorus platensis). In some cases, 
the stereotypical forms were contained in more general sequences (i.e., 
syllables within a phrase); in these cases, they were also single-labeled 
(for example, the vocal form c of Elaenia albiceps was contained in a 
more general sequence) (Fig. 2). 

This fine labeling allowed us to monitor the intraspecies dataset 
balance. 

2.4. Feature extraction and visualization 

We adjusted the start and end data of all labels to obtain a fixed 
duration of d = 2s. This value represented an attempt to reach a mini
mum signal within extended signals and not exceed facing short signals 
(Fig. 2). 

2.4.1. Spectrograms 
The audio data of these fragments (presence and absence) were 

extracted with a sampling rate of 44,100 samples per second. Later, they 
were transformed through the time-frequency space using the short-time 
Fourier transform (STFT) (Oppenheim et al., 1999) with a Hann window 
function of 1024 samples (~ 23 ms) and 50% overlap (512 samples), and 
the Fourier transform was applied using 2048 bins. The quadratic 
magnitude spectrums were mapped through the Mel frequency scale 
(Davis and Mermelstein, 1980) using a filter bank of 128 bands and 
converted to normalized units of decibels with reference to the 
maximum quadratic magnitude of each spectrogram. We computed a 
bidimensional array for each fragment to represent spectrograms, and a 
color palette was assigned to represent the energy values. 

2.4.2. Acoustic feature visualization 
To obtain a visual perspective of the inter- and intra-species variety 

of the labeled vocal forms, we used the nonlinear dimensionality- 
reduction technique UMAP. UMAP analyzes the topologies formed by 
high-dimensional data and projects an approximation in 2D or 3D 
without modifying the original topologies. In this case, the data were 
hyper-vectors of acoustic features extracted from each temporal signal 
labeled as presence. The result was a map in the feature space through 
which it was possible to appreciate clouds of points that represent the 
clusterings of the vocal forms. 

The feature extraction stage was conducted with two parallel chan
nels. The temporal signals were transformed to the time-frequency 
domain using the STFT through one channel with the same values 
used to generate the spectrograms. Another channel was used to apply 
the chirplet transform (Mann and Haykin, 1991), which consists of a 
signal expansion over the modulated transient waves in amplitude and 
frequency called a chirplet. These modulated transient waves model the 
extremely fast frequency sweeps that are characteristic of bird vocali
zations, providing a suitable framework for their representation (Xie 
et al., 2018). A fast chirplet transform (FCT) was implemented and 
validated using recordings of whales and birds (Glotin et al., 2017). 

In both channels, we computed a time-frequency matrix for the 
22,243 presence samples. We then flattened these matrices were flat
tened to obtain hyper-vectors with 11,136 and 22,000 coefficients to the 
STFT and FCT respectively. Once the high-dimensional feature extrac
tion was stored, we executed the UMAP technique was in both channels. 
In order to avoid losing the globality of the total set and to maintain a 
uniform dispersion of the plotted points, the following three basic UMAP 
parameters were adjusted: the random state was equal to 42, the nearest 
points for each data point were equal to 20 and the effective minimum 
distance between embedded points was equal to 0.5. These values were 
achieved by experimentation after an aesthetic appreciation of the 

Table 1 
Number of labeled samples of presences p and absences a.   

Vocal form p a 

1.Mareca sibilatrix a 1052 1728 
2.Pardirallus sanguinolentus a 1318 12,146 
3.Porzana spiloptera a 1413 17,616 
4.Gallinago magellanica a 1010 14,993 
5.Glaucidium nana a and b 718 21,813 
6.Eugralla paradoxa a 459 904 
7.Scytalopus magellanicus a 1018 1117 
8.Phleocryptes melanops a 639 1078 
9.Anairetes parulus a 302 1061 
10.Elaenia albiceps a, b and c 4137 19,549 
11.Colorhamphus parvirostris a 1256 17,411 
12.Troglodytes aedon multi 710 1000 
13.Cistothorus platensis multi 1434 8515 
14.Curaeus curaeus multi 603 1003 
15.Agelasticus thilius a, b and c 5014 9540 
16.Sicalis luteola a and b 1160 1168 
Total 22 22,243 130,642 
Media – 1390 8165  
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resultant projection (see Fig. 4 in Section 3). 

2.5. Findings, simulation and data augmentation 

The labels of the vocal form (a) of Porzana spiloptera corresponded to 
the territorial singing of this species, which has been catalogued in a 
state of vulnerability by the Red List of Threatened Species of the In
ternational Union for Conservation of Nature (IUCN). These labels 
represent an important finding as a result of what is described in Sub
sections 2.2 and 2.3. Its presence at this latitude of the Valdivian ecor
egion was expected to be confirmed due to a recent bycatch of a juvenile 
individual in the Río Cruces wetland 6 km north of the Miraflores 
wetland, (Ruiz et al., 2022). Thanks to these acoustic inspections, it was 
possible to confirm an important vocal activity of at least two in
dividuals. However, manual efforts to find the other known calls of 
P. spiloptera were insufficient. Motivated to detect the contact calls of 
this vulnerable species, we designed a simulation and data augmenta
tion from external recordings of the call described as pw call, which is 
available on the platform Xeno-canto. Thirty-four samples of this call 
were downloaded, and they were recorded in the Otamendi Nature 
Reserve, Argentina (for example, XC64503, xeno-canto.org). 

This method consisted of applying known augmentation techniques 
(Lasseck, 2019) that slightly deformed the signal to represent changes in 
the distinctive patterns of individuals within the same species. These 
individual differences may be the product of anatomical variations of 
the vocal tract or inexact matches of the innate or learned auditory 
template, and they may even occur through improvisation (Stowell 

et al., 2019). 
We processed these 34 audio signals to isolate them from the original 

acoustic environment. The following chain was applied with specific 
parameters for each of the 34 samples: (1) segmentation, (2) frequency 
filtering and (3) spectral subtraction of stationary noise (Boll, 1979), 
which was captured from some period of absence of the target signal 
within the same sample. 

Subsequently, a Python function was built that, from a pw call sam
ple, delivered 12 slightly transformed samples with energy reduction, 
stretching and contraction in the time domain (time stretch); in fre
quency (pitch shift); and mixtures between them. The next step was to 
collect samples without the presence of P. spiloptera, which were 
randomly extracted from the three local wetlands, and then mix the local 
soundscapes and the external pw calls. In total, 1224 simulated pw call 
samples were collected. 

We employed the same method to simulate and augment samples of 
only one additional species, Glaucidium nana, which was of particular 
interest for the representation of nocturnal activity. 

2.6. Automatic identification task layout 

We carried out the construction of classes for training, validation and 
testing of the neural network by grouping vocal forms corresponding to 
the same species, except those that were subjected to simulation and 
data augmentation, such as P. spiloptera and G. nana, since these were 
sub-divided into two classes each—P. spiloptera (a), P. spiloptera (b), 
G. nana (a) and G. nana (b)—reconfiguring the dataset into 18 classes 

Fig. 2. The STFT-Mel spectrograms of some vocal forms associated with specific labels.  

G. Morales et al.                                                                                                                                                                                                                                
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associated with 16 species (Table 2). In this way, the automatic species 
identification task was designed with an additional differentiation in 
two of them. 

2.7. Convolutional neural network (CNN) and transfer learning-based 
model 

We implemented a convolutional neural network (CNN) (LeCun and 
Bengio, 1995) to perform the automatic task of detection and identifi
cation of 18 classes. A CNN is a type of network inspired by the visual 
cortex that shows good performance in recognizing objects in images, 
and its use has been extended to the acoustic domain (Aloysius and 
Geetha, 2017; Stowell, 2022). The architecture is organized according to 
a hierarchy of layers designed for feature extraction based on a digital 
image. The first layers can detect edges, then simple shapes, and deeper 
layers can learn more complex shapes with a high level of abstraction 
(Albawi et al., 2017; Krizhevsky et al., 2012; LeCun et al., 2015). 

We applied the transfer learning and fine-tuning technique with the 
deep learning model ResNet50 (He et al., 2016; Tan et al., 2018), which 
was already pre-trained on ImageNet data (Deng et al., 2009). Transfer 
learning is a technique that enabled us to overcome the issue of shortage 
of training data and construct a model efficiently by transferring 
knowledge from a similar task to, in this case, our target task. The 
implemented architecture received RGB images of 224×224×3 as 
inputs—in this case, color spectrograms of two-second durations—and 
included only the feature extraction layers from the ResNet50, dis
carding the superior classification layers (known as the top network). 
The newly created model reconfigured the top network with two fully 
connected layers (FC) that could learn new features. To reduce over
fitting and imitate the training of a set of different models, a dropout 
layer was intercalated between both FCs. The final layer was com
pounded by 18 nodes, which delivered an 18-punctuation vector rep
resenting the presence probabilities for each of the 18 classes. For more 
details, we have left a repository with the architecture implemented in 
CNN-Bioacoustic-monitoring. 

Following the approach proposed by LeBien et al. (2020), we 
adopted a custom training loss function that took advantage of the 
samples of both presences and absences in the training stage and 
permitted multiclass learning from the labeled samples with a single 
class. The learning process setup was completed with an Adam optimizer 
(Kingma and Ba, 2017), setting its learning rate and decay to 1×10− 4 

and 1×10− 7 respectively. 
We randomly split the 18 classes of the labeled and augmented 

dataset into training and testing datasets; specifically, we used 80% for 

training and 20% for testing with the presence and absence samples. In 
the training stage, 10% of the dataset was used as a validation subset. It 
was likely that samples extracted from the same audio file were sepa
rated, both for training and for testing and validation. However, this bias 
was reduced, in the semi-automatic labeling stage, by limiting the 
extraction of samples to a maximum of three per file. 

The iterative learning process of the model was executed by pro
posing 50 training epochs. The early stopping method was used with a 
patience equal to 5, to avoid overfitting. In this way, optimal training 
was achieved at the end of the ninth epoch, reaching a maximum loss of 
4.5×10− 4 and 1.1×10− 3 for the training and validation subsets 
respectively. 

2.8. Evaluation 

Once the model was trained, we assessed the model’s performance 
using the split sample subset (spectrograms of two seconds) for testing. 
Thus, we did not use those samples in the training stage. The multiclass 
predictions of the model were assessed with the typical indicator series: 
true positives (TP), false positives (FP), true negatives (TN) and false 
negatives (FN). Because the model gave probability values in the [0,1] 
range, the prediction depended on a decision threshold θ to define it as 
positive (presence) or negative (absence). With these θ-dependent 
elemental indicators, two useful relationships were obtained, and these 
helped assess different facets of the model performance. One of them 
was the precision P: 

P(θ) =
TP

TP + FP
(1) 

Eq. 1 represents the success number of all presence predictions. On 
the other hand, the recall R expresses the proportion of well-detected 
presence—that is: 

R(θ) =
TP

TP + FN
(2) 

Precision and recall are inversely related metrics as we increase or 
decrease the threshold θ. To achieve a balance between both metrics, it 
is common to draw a precision-recall curve (P − R curve) as a result of 
the assessment of all possible thresholds θ. This plot allowed us to 
analyze from which recall we had a degradation of precision and vice 
versa. To summarize this curve in a single value, the average precision 
(AP) was computed: 

Table 2 
Dataset for artificial neural network training, validation and testing.  

Class Vocal form Labeled presences Simulated presences Total presences Absences 

1.Mareca sibilatrix a 1052 – 1052 1728 
2.Pardirallus sanguinolentus a 1318 – 1318 12,146 
3.Porzana spiloptera a 1413 – 1413 17,616 
4.Porzana spiloptera b (pw call) – 1224 1224 7891 
5.Gallinago magellanica a 1010 – 1010 14,993 
6.Glaucidium nana a 160 420 580 11,202 
7.Glaucidium nana b 558 500 1058 10,601 
8.Eugralla paradoxa a 459 – 459 904 
9.Scytalopus magellanicus a 1018 – 1018 1117 
10.Phleocryptes melanops a 639 – 639 1078 
11.Anairetes parulus a 302 – 302 1061 
12.Elaenia albiceps a, b and c 4137 – 4137 19,549 
13.Colorhamphus parvirostris a 1256 – 1256 17,411 
14.Troglodytes aedon multi 710 – 710 1000 
15.Cistothorus platensis multi 1434 – 1434 8515 
16.Curaeus curaeus multi 603 – 603 1003 
17.Agelasticus thilius a, b and c 5014 – 5014 9540 
18.Sicalis luteola a and b 1160 – 1160 1168 
Total 23 22,243 2144 24,387 138,523 
Media – 1390 – 1355 7696  
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AP =
∑n

i=2

(
R(θi) − R(θi − 1)

)
P(θi) (3)  

where n represents the total number of thresholds to assess, which are 
organized in descending form. This metric corresponded to the weighted 
metrics of the achieved precisions in each threshold, with the increase in 
the previously used threshold recall being weighted, i.e., an approxi
mation of the area under the P − R curve. 

As a measure to evaluate and compare the performance of the mul
ticlass classification models, we used the average of all the AP obtained 
by each class (mAP): 

mAP =
1

Nc

∑Nc

k=1
APk (4)  

where the Nc is the number of classes. The advantage of using mAP is 
that it is independent of the selected threshold for the implementation of 
the model. The closer its value is to one, the better the model will be. 

We searched a θ-threshold by class to provide an optimum balance 
between precision and recall metrics. This was done by observing the 
highest measure of the harmonic mean (F1score) and the most general 
measure variations of the Fscore: 

Fβ =
(
1+ β2) P(θ)R(θ)

P(θ)β2 + R(θ)
(5) 

This decreased the β coefficient up to 0.5 to provide a higher pon
deration to the precision than to the recall (Kahl et al., 2021). 

2.9. Non-acoustic environmental variables 

We studied data from non-acoustic domains provided by the climatic 
service of the Chilean Meteorological Directorate. The data were 
collected at the Pichoy Station (− 39.657, − 73.087) located 22 km north 
of the city of Valdivia at an altitude of 18 m.a.s.l. Records of mean daily 
climatological temperature (◦C), total monthly precipitation (mm of 
accumulated precipitation) and sunrise and sunset times were acquired 
from October 19, 2019, to November 27, 2020 (406 days). We adjusted 
the data to the UTC-3 time standard, which corresponds to summertime 
in Chile. We did not consider the change to wintertime so as to provide 
continuity in the graphs and to not disturb the interpretation. 

2.10. Production 

We designed an algorithm to apply the model over a year of unla
beled recordings. A Python code block was written based on a function 
that offered the following results: (1) a daily detected occurrence vector 
(positive predictions of a class) in the first five minutes of each hour of 
the day (24 audio recordings of five minutes), (2) a vector whose com
ponents represent the probability value associated with each occurrence 
and (3) a location vector with a timestamp for each occurrence. 

With this detection, quantification and localization instrument, 
which collected daily information, 406 days of recordings were pro
cessed to obtain the annual dynamic in two axes: hours and days. These 
bioacoustic data separated by species, together with the variables of 
sunlight and temperature, were plotted on graphs known as heatmaps to 
observe activity and environmental correlations. We tested the visuali
zation with data separated by area representing local activity (local 
heatmap), and we also tested it with detection data from the three 
recording areas, representing the joint activity of the entire monitored 
zone (zonal heatmap). 

On the other hand, we wrote Python scripts to extract the samples of 
each located audio, which was classified by species and area without 
losing the specific timestamp of each sample. All the mentioned codes 
are available in the GitHub repository. 

The thresholds obtained according to GMean and Fscore in the 

evaluation process led to insufficient data to analyze the annual acoustic 
activity of species that naturally have a lower occurrence rate (for 
example, P. spiloptera and C. parvirostris). We solved this dilemma by 
lowering the thresholds associated with these species. In this way, the 
sensitivity of the model against infrequent signals was increased, finding 
an operating point without adding too many false positives. Since we 
applied the model to unlabeled recordings, we manually reviewed the 
detections located in atypical times and seasons to identify false posi
tives that would cause greater distortions in the interpretation. This 
allowed us to empirically adjust the best threshold value. 

Because the entire year needed to be exhaustively analyzed and the 
spatial monitoring coverage was minimal (i.e., only three areas), the 
recordings containing training samples were not excluded. 

The workflow is summarized in Fig. 3 in order to facilitate under
standing of the inputs and outputs of the techniques used throughout the 
process. 

3. Results 

The UMAP technique (Fig. 4) elegantly and effectively revealed the 
variety and clustering of the representative samples given in both 
feature spaces (STFT and FCT). This allowed us to predict an encour
aging forecast of separability in a supervised learning process. Consid
ering the high dimensionality of the hyper-vectors extracted with FCT 
(22,000 components versus 11,136 with STFT) and the longer process
ing time (160 ms per sample versus 3 ms with STFT), the creation of 
spectrograms for the training stage was calculated with STFT only, as 
described in Subsection 2.4.1. 

CNN training was run successfully, and the optimized weights of the 
model were stored. To evaluate the predictive performance in the testing 
dataset, we plotted the P − R curves of all classes on the same graph 
(Fig. 5). The points of each curve closest to the coordinate (1,1) corre
spond to the best performance in the prediction, with the threshold θ 
associated with that point. The observed performance was ideal in the 
Scytalopus magellanicus class and very close to the ideal in a majority 
group of classes. The curves that were separated from this group rep
resented classes far from the ideal: Glaucidium nana (a) and Glaucidium 
nana (b), which in turn were augmented with simulated samples. This 
suggests three likely sources of conflict: (1) inconsistency between real 
and simulated samples, (2) less relative differentiation between classes 
belonging to the same species and (3), in the case of G. nana (a), a gap of 
insufficient time (two seconds) to cover the distinctive gestures of this 
vocal form that can easily be extended to four seconds. 

The P − R curves were summarized in the usual values of AP shown 
in the legend of the figure. As a general result of the evaluation, a mAP 

Fig. 3. Workflow diagram of the designed method.  
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(mean of AP) equal to 0.97 was obtained. 
The application of the model in unlabeled recordings showed, 

through a non-exhaustive manual review, a better performance in the 
classes that were trained with a large number of absences (>8000 
samples). 

We made six zonal heatmaps with those classes that obtained a 
consistent recovery of information (Fig. 6). 

With a threshold of θ = 0.99, detections of P. sanguinolentus indicate a 
concentration of evening crepuscular activity in the four seasons. A high 
density of occurrences was detected on spring days and nights, with a 
higher concentration around sunrise and sunset, decreasing towards the 

December solstice. Detections during daylight hours were minimal on 
summer days with higher recorded temperatures. The abundant bright 
green colored lines, indicating more than 20 detections in five minutes, 
confirmed the persistent behavior of territorial song containing the 
vocal form chosen for CNN training (e.g., XC721627, xeno-canto.org). 

The predictions of G. magellanica that exceeded the threshold θ =
0.57 show the activity associated with the instrumental (non-vocal) call 
described as «winnow» (Miller et al., 2020). It initiated its instrumental 
repertoire in perfect synchronicity with the June solstice on the shortest 
and coldest days of the year. The season reached a high concentration of 
occurrences in October, culminating during the first days of November. 
Its acoustic display occurred markedly from twilight to night throughout 
the season. 

E. albiceps, a Neotropical austral migrant that plays a key role in the 
regeneration of the Patagonian forests (Bravo et al., 2017), was detected 
from three vocal forms that were taken to training, achieving practically 
complete learning of its repertoire. This allowed for highly accurate and 
comprehensive results to determine vocal activity in their breeding 
season at this latitude. With a threshold of θ = 0.99, the first occurrences 
detected upon arrival of their spring migration were found starting the 
third week of October, while their gradual withdrawal began to be re
flected once the summer days with the highest recorded temperature 
had passed, during which the highest concentration of occurrences was 
produced. Detections completely disappeared at the March equinox. 
Their vocal routine occurred strictly during the daytime. Atypical de
tections were reviewed, finding only two false positives registered in 
winter. The error was caused by two signals with a very similar spec
trographic shape: a note produced by Troglodytes aedon and an emer
gency vehicle siren. 

With a threshold of θ = 0.20, the vocal presence of C. parvirostris, 
another migratory flycatcher, was detected. Vocal activity was detected 
only in the autumn and winter seasons, with occurrences during 
daylight hours. Nighttime detections (outliers) were reviewed and 
attributed to an unidentified whistle, a girl’s scream, a distant grinding 
noise and a security alarm—anthropogenic sounds similar in pitch and 
duration to the spectrographic form learned by the CNN. During the 
reproductive season (November to February) (McGehee et al., 2004), no 

Fig. 4. UMAP visualization from the hyper-vectors of acoustic features, corresponding to the 22,243 samples labeled as presence. Left: UMAP fed with STFT features. 
Right: UMAP fed with FCT features. 

Fig. 5. Predictive performance of 18 classes according to precision-recall 
curves and AP per class. 
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acoustic activity was detected in the three areas. 
The multiform trills of C. platensis were detected with predictions 

above a threshold of θ = 0.95. Marked diurnal activity was detected in 
the spring season—from the September equinox until the second week of 
January, after the solstice and before the highest temperatures recorded. 
Detections at atypical times and seasons revealed false positives asso
ciated with a species of amphibian (Batrachyla leptopus) that is very 
common in these urban wetlands (Nuñez et al., 2020). Its spectrographic 
mark shares a relatively similar shape to that of C. platensis but is one 
octave lower. Although the nocturnal vocal activity of this anuran was 
numerous between February and April, only three occurrences confused 
the model. 

In the same way that E. albiceps was treated, three vocal forms of 

A. thilius were trained. However, as it is a species of the oscine group, its 
repertoire is more abundant and heterogeneous. Considering the nature 
of A. thilius, the most observed forms were chosen in the preliminary 
exploration described in Subsection 2.2. This allowed learning by the 
CNN that was appropriate for the studied acoustic environment. The 
predictions that exceeded a threshold θ = 0.10 formed the zonal heat
map, in which a large diurnal vocal display was observed in the spring 
months and part of the summer until the second week of January. Sig
nificant winter activity was also detected, along with activity to a lesser 
extent during autumn days. Atypical nocturnal detections were associ
ated with false positives due to overlapping sounds in two similar sound 
signals: (1) vocalizations of Mareca sibilatrix and (2) anthropogenic 
emissions from residential alarms. 

Fig. 6. Zonal heatmaps with bioacoustic activity detections of 6 bird species, synchronized with data on hours of sunlight and average daily temperature, between 
October 2019 and November 2020. Each colored line from blue to green represents the number of detections in the first 5 min of a given hour and day. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Regarding the representation of local heatmaps, in addition to the 
environmental correlations mentioned, the detections of Pardirallus 
sanguinolentus indicated itinerant behavior in two monitored areas 
(Fig. 7). Thanks to the fact that the monitoring period covered the last 
two weeks of October and the first of November, both in 2019 and 2020, 
we could make a comparison between the same spring season of two 
consecutive years. Although, in some areas, we collected more re
cordings, these three weeks were the minimum common period for 
comparison. In Miraflores, during November 2020, the high activity 
detected in November 2019 did not occur again, and, to the contrary, in 
the wetland Parque Urbano El Bosque, during the minimum period 
mentioned in 2020, important vocal activity was detected that was 
totally absent the previous year. Observations in the Angachilla wetland 
remained relatively consistent between both seasons. 

Another relevant local heatmap of this research was the one dedi
cated to Porzana spiloptera, since the questions regarding the spatial and 
temporal location of this vulnerable species were clarified. With a 
threshold of θ = 0.17, it was possible to retrieve minimal and sufficient 
information regarding the territorial song associated with the form (a) 
learned by the CNN only in the wetland Miraflores (Fig. 8). As for the 
temporal activity, it was located in high concentration during the nights 
from the second week of January to the second week of February, in 
synchrony with the records of the highest average daily temperature. 
The review of atypical detections revealed false positives due to confu
sion with short calls of Turdus falcklandii in winter, a flight call of 
Theristicus melanopis and the call of the endemic Chilean amphibian 
Eupsophus roseus. 

4. Discussion 

With only three units and a minimum sampling of five minutes every 
hour, our method was able to build a representative dataset of the bird 

community in an intricate soundscape (i.e., high probability of overlap 
and low signal-to-noise ratio). 

The task of building a dataset was carried out in an agile and friendly 
way thanks to the pattern matching algorithm integrated in the platform 
RFCx-ARBIMON, although it presented difficulties when searching for 
signals that were weak or infrequent or had unstable spectrographic 
forms. For these cases, a good solution could be to increase the spatial 
coverage with more recording units, increase the duration of the time 
windows sampled by these units and/or oversample the moments of 
greatest bioacoustic activity, such as sunrise and sunset. However, this is 
subject to the technical and human resources of the investigation (Wood 
et al., 2021). 

Both STFT-Mel and FCT provided equally useful features to feed the 
UMAP algorithm and obtain a graphical representation (Fig. 4) of the 
diversity of inter- and intra-species vocal forms. The consistent clus
tering achieved by UMAP confirms the usefulness of this technique for 
creating bioacoustic diversity maps. No statistical comparisons were 
made between the three monitored areas due to the imbalance of data 
between them, but the door remains open for a future comparative 
community analysis to account for potential differences in bioacoustic 
diversity. This could be done based on an ecoacoustic approach, 
applying the UMAP algorithm on labeled data and making comparisons 
with well-documented indices based on energy and frequency (Farina, 
2018). 

The decision to train the CNN with STFT spectrograms and discard 
FCT derived solely from reasons surrounding computational cost. It is 
possible that, with an optimization of parameters in FCT, the compu
tation times could have been reduced and a better spectrographic rep
resentation could have been obtained to train the CNN, as suggested in 
Glotin et al. (2017) and in Xie et al. (2018). 

The training and test datasets presented a significant imbalance be
tween presences and absences, with a tendency towards a greater 
number of absences in various classes (Table 2). However, this is 
consistent with the natural composition in passive recordings, where 
there are often long periods of inactivity (absence) of the target species. 

The impact of the imbalance between the number of tagged absences 
was only noticed once we applied the model to a large number of re
cordings, revealing an insufficient test subset for an assessment of 
generalizability. Therefore, we advise those who follow this approach of 
the importance of creating training and test sets with numerous and 
diverse absence samples, thus striving to include similar signals from 
other species not included in the classifier design, as they are the main 
source of confusion. Consideration should also be given to expanding the 
number of classes with those species that are more abundant and have 

Fig. 7. Local heatmaps with detections of bioacoustic activity of Pardirallus 
sanguinolentus, suggesting itinerant behavior in the wetlands: Miraflores (top) 
and Parque Urbano El Bosque (bottom). 

Fig. 8. Local heatmaps with detections in the Miraflores wetland, the only 
monitored area that revealed the presence of Porzana spiloptera from the vocal 
form (a) that was taken to CNN training. 
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important acoustic activity, even though they are not a species of in
terest, since estimation methods based on deep learning allow for a large 
number of classes and benefit from numerous and diverse data. 

It is very likely that the high performance shown in the test subset is 
partially biased by the individuals’ vocalizations that were recorded for 
both training and testing. Consequently, we recommend reserving 
monitoring areas for the creation of validation and test sets, avoiding a 
link with the training data and allowing the generalization of the model 
to be correctly estimated. This should speed up threshold calibration 
during production. 

The pw call sample simulation of P. spiloptera could not be properly 
evaluated due to the unavoidable link between training, validation and 
testing. It is unclear whether the model managed to learn to recognize 
this simple and highly stereotyped shape. The continuation of this 
research should improve the evaluation methodology in training cases 
with completely simulated data and/or search for innovative alterna
tives to face scenarios with minimal data, which is known as the few- 
shot learning method (Morfi et al., 2021). 

The implemented CNN corresponded to a modified version of 
ResNet50, one of the dominant architectures in bioacoustic tasks, and, 
although other authors have applied previous ImageNet training to the 
bioacoustic domain (LeBien et al., 2020; Zhong et al., 2021), other 
datasets such as Audio Set (Gemmeke et al., 2017) or VGG-Sound (Chen 
et al., 2020) can be just as good as ImageNet for pre-training, either on 
ResNet or on other architectures, such as VGGish, Inception or Mobile
Net. Another viable option is to pretrain with synthetic clicks or chirps 
(Glotin et al., 2017; Yang et al., 2021). Models already available in 
mobile apps that perform this same spectrogram-based identification 
task are advancing rapidly. To date (October 2022), the BirdNet appli
cation (Kahl et al., 2021) allows for the identification of more than 3000 
bird species (Wood et al., 2022). In the short term, this particular model 
is expected to encompass a large majority of acoustically active species 
worldwide, including the Valdivian ecoregion. However, these appli
cations are optimized for recordings with target signals in the fore
ground, i.e., performance decreases drastically in passive recordings of 
soundscapes (Kahl et al., 2021). The latter is of consideration in a site− / 
time-specific investigation like ours, where high performance is required 
in noise conditions and optimized learning in local repertoires (LeBien 
et al., 2020), which justifies model training with local data. For a 
comprehensive view of the state of the art in bioacoustic monitoring 
from 2016 onwards, we suggest the reader review the recent publication 
by Stowell (2022). 

By making an annual estimate, the model achieved potentially 
relevant results, automatically performing a second-by-second, class-by- 
class analysis on a large set of recordings. The results demonstrated the 
importance of a zonal approach (i.e., adding the detections of the three 
areas in the same graph) to visualize a greater number of detections, 
without losing sight of the local activity of each monitored area, 
allowing us to report the location of the little-known species Porzana 
spiloptera and suggesting population displacement of Pardirallus 
sanguinolentus. 

The observed synchrony of the vocal activity of certain species with 
the environmental oscillations of temperature and sunlight hours pro
vides motivation for future work focused on the creation of a bio
indicator of environmental correlation. However, from an integral point 
of view regarding the ecology of these wetlands, the observed correla
tions must be analyzed with caution, since the non-linear interactions of 
the measured variables have not been considered. For this, it would be 
ideal to analyze information from at least two complete annual cycles to 
capture interannual environmental variability. In this way, we could 
study the effects of environmental variables, reducing the uncertainty 
associated with the use of data from a particular year with certain 
environmental conditions. 

5. Conclusions 

The visualization provided by the UMAP algorithm and the zonal and 
local heatmaps account for the implementation and application of the 
proposed method, which, through passive recordings, permits moni
toring the diversity, activity and acoustic phenology of structural species 
of a community of birds throughout the annual cycle, as well as 
detecting the presence of cryptic species that often go unnoticed. 

Future efforts should continue with the calibration and scaling of the 
CNN in terms of repertoires, species and acoustically active taxa. In 
addition, new registration campaigns must be designed with greater 
coverage of the network of urban and peri-urban wetlands. In this way, a 
line of bioacoustic research based on a permanent monitoring program 
would be promoted, which would address the urgent need to preserve 
the integrity of both species and wetlands, as well as soundscapes, in a 
place that has been little studied and is a priority for global conservation, 
such as the Valdivian ecoregion (Mittermeier et al., 2011; Myers et al., 
2000). 

Moreover, the proposed monitoring method, being based on passive 
recordings, facilitates the study of bird communities in remote areas 
and/or areas subject to different conflicts that prevent other types of 
monitoring. 
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